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Abstract

Several global geomagnetic field models exist for recent decades, but due to limited data availability models for several centuries to millennia are rare. We present a continuous spherical harmonic model for almost 3 millennia from 1000 B.C. to 1800 A.D., based on a dataset of directional archaeo- and paleomagnetic data and axial dipole constraints. The model, named Continuous Archaeomagnetic and Lake Sediment Geomagnetic Model for the last 3k years (CALS3K.1), can be used to predict both the field and secular variation. Comparisons and tests with synthetic data lead to the conclusion that CALS3K.1 gives a good general, large-scale representation of the geomagnetic field, but lacks small-scale structure due to the limited resolution of the sparse dataset. In future applications the model can be used for comparisons with additional, new data for that time span. For better resolved regions, the agreement of data with CALS3K.1 will provide an idea about the general compatibility of the data with the field and secular variation in that region of the world. For poorly covered regions and time intervals we hope to iteratively improve the model by comparisons with and inclusion of new data. Animations and additional snapshot plots of model predictions as well as the model coefficients and a FORTRAN code to evaluate them for any time can be accessed under \url{http://www.mahi.ucsd.edu/cathy/Holocene/holocene.html}. The whole package is also stored in the Earthref digital archive at \url{http://www.earthref.org/}.
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1. Introduction

Global geomagnetic field models can offer valuable information for improved understanding of the dynamics of the Earth’s core. The widely used modelling technique using spherical harmonic basis functions allows, under the assumption of a source free, insulating mantle, the downward continuation of the model obtained from data at or above the Earth’s surface to the core-mantle boundary (CMB), the region of origin of the geomagnetic field and its secular variation. Under the frozen-flux hypothesis (Roberts and Scott, 1965) temporal variations in magnetic flux at the CMB can reveal fluid flow patterns. Apparently persistent, stationary flux lobes observed in recent and historical models give rise to theories about thermal (Bloxham and Gubbins, 1987) or topographical (Gubbins and Richards, 1986) coupling of core and mantle.

Systematic measurements of the full vector geomagnetic field, however, exist for less than 200 years, a very short interval compared to the time-scales of secular variation. A whole suite of global models representing the geomagnetic field and its secular...
variation have been developed for recent decades, like the temporally continuous models GSFC (Sabaka et al., 1997), CM3 (Sabaka et al., 2002) or DGRF, a set of individual models adopted every 5 years by International Association of Geomagnetism and Aeronomy (IAGA) Working Group V-8 (e.g. Mandea and Macmillan, 2000), to name just a few. Bloxham and Jackson (1992) covered the time from the beginning of magnetic vector measurements in 1840 with their continuous model UFM1. Jackson et al. (2000) complemented the data with historical measurements of declination and inclination going back as far as the 16th century and developed a continuous model, GUFM, for the past 400 years starting in 1590 a.d.

For older times only indirect records of the field from the remanent magnetisation preserved in archaeo- and paleomagnetic samples are available. This kind of data has significantly higher uncertainties than directly measured data: assumptions about the way the magnetisation was acquired are involved (e.g. Merrill et al., 1996) and in particular the dating of samples is often problematic. Uncertainties on the order of a few years to decades may be realistic for some archaeological artefacts or lava flows, but when radiocarbon dating or similar methods have to be used the uncertainties easily become on the order of centuries (Stuiver and Reimer, 1993; Stuiver et al., 1998). Therefore, on a global scale time-averaged models over long intervals have been the main objects studied, e.g. by Carlut and Courtillot (1998), Johnson and Constable (1997), Kelly and Gubbins (1997), McElhinny et al. (1996), Schneider and Kent (1990), Hatakeyama and Kono (2002). Only recently were efforts started to extend the non-averaged global models further back in time. Based on archaeomagnetic data compiled by Daly and Goff (1996), Hongre et al. (1998) investigated a low-degree spherical harmonic model of the field over the last 2000 years. Lund and Constable (in preparation) compiled the dataset PSVMOD1.0, a combination of archaeomagnetic and lake sediment paleomagnetic data for the past 3000 years. Johnson and Constable (1998) derived a time-averaged model, ALS3K, from that dataset and global individual 100 year snapshots were modelled by Constable et al. (2000). Those snapshot models show a coherent temporal evolution of the field, but smoothness and misfit of each model had been chosen merely by the expected or desired appearance of the model for some of the epochs. In this paper, we present a temporally continuous model where all epochs of that dataset have been modelled consistently, thus increasing the reliability of structure changing with time and allowing the study of secular variation.

We compare the continuous models to snapshots and to GUFM for the overlapping time interval. An error-analysis and additional tests with synthetic data are used to investigate the reliability of features seen in our model. The structure of a preferred continuous model is briefly discussed with respect to the spatially smoother snapshot models discussed in detail by Constable et al. (2000). Some instantaneous snapshots and averages of the model’s secular variation prediction for the radial component are shown and the outlook for planned improvements of the model is given in Section 7.

2. Data

For the continuous models presented here we use PSVMOD1.0 by Lund and Constable (in preparation) as the primary dataset. PSVMOD1.0 has been modelled as 100-year snapshots by Constable et al. (2000). Details of the dataset are given in those two papers, we only summarise some important features here. The data consist of 24 globally distributed time series, 12 of them regionally composite archaeomagnetic series and 12 of them lake sediment paleomagnetic data (Fig. 1). All data are claimed to have independent good quality age control. Where C14 dating was used the time-scales were originally transformed to calendar years using the calibration curve of Clark (1975) and were subsequently checked for consistency with the calibration by Stuiver et al. (1998). The records consist of 100-year interval data, which were obtained by an evaluation of a composite, continuous curve at those times. Each datum represents something like a 20–30 year average of the field. Only directional data, i.e. declination and inclination, are used. Errors were estimated by a comparison of the most recent parts of the data series with the historical UFM model (Bloxham and Jackson, 1992). Standard error values of 2.5° were assigned to both inclination and declination of archaeomagnetic records 3.5 and 5.0°, respectively for inclination and declination of lake sediments (Constable et al., 2000). Even with good age control,
however, we have to remember that dating uncertainties are an additional problem in archaeo- and paleomagnetic data compared to recent and historical data. For individual data points dating uncertainties can reach the order of a few hundred years, and smooth time series for sites can be stretched or compressed in time by dating uncertainties of the individual points of which they are compiled. Note also the uneven spatial distribution of sites in Fig. 1. With only one site in South America and Africa, respectively, the southern hemisphere is poorly represented. Moreover, the single African record is inclination only and the South American time series only starts at 0 a.d., there are no South American data at all for the earlier millennium. Also the New Zealand archaeomagnetic record only covers the most recent 1000 years and the Australian archaeomagnetic series has a long gap between 0 a.d. and 1000 a.d.

The coverage of Asia is worse than that of Europe and North America: The Mongolian archaeomagnetic record is inclination only and goes back no further than 700 a.d., and the Japanese record only covers the time span from 0 to 1800 a.d. In addition to PSVMOD1.0 we used interpolated values of global axial dipole moment to provide an intensity constraint (see Section 3).

3. Modelling method

To develop a time-dependent global model a combined representation in space and in time is necessary. We follow closely the methodology of Bloxham and Jackson (1992) using the conventional spatial expansion in spherical harmonic functions with a temporal expansion in cubic B-spline basis functions $M_n(t)$ as briefly outlined in the following. By adopting the widely used approximation of an insulating mantle, and neglecting crustal fields and external fields the time-dependent geomagnetic field $B(t)$ can be written as the negative gradient of a scalar potential $V(t)$ everywhere outside the Earth’s core

$$V(\mathbf{r}, \theta, \phi, t) = R_E \sum_{l=1}^{l_{\text{max}}} \sum_{m=0}^{m_{\text{max}}} \left( \frac{R_E}{\mathbf{r}} \right)^{l+1} \cdot \left[ g_{m,l} \cos(m\phi) + h_{m,l} \sin(m\phi) \right] \times P_m^l(\cos\theta) M_n(t)$$

where $(r, \theta, \phi)$ are spherical polar coordinates and $R_E = 6371.2$ km is the mean radius of the Earth’s surface. Downward continuation to the CMB is achieved by setting the ratio $R_E/r$ to 1.828. The $P_m^l(\cos\theta)$ are the Schmidt quasi-normalized associated Legendre functions of degree $l$ and order $m$. The coefficients $\{g_{m,l}^n, h_{m,l}^n\}$ are related to the standard time-dependent Gauss coefficients $\{g_n^l, h_n^l\}$ by

$$g_{m,l}^n(t) = \sum_{n=1}^{n_{\text{max}}} g_n^l M_n(t)$$

and the same for $h_{m,l}^n$. Cubic B-splines are piecewise cubic polynomials, which form a basis of minimal support (de Boor, 1978). The $i$th cubic B-spline $M_i$
is non-zero \((M(t) > 0)\) only if \(t\) lies in the interval \((t_n, \bar{t} + n + 4)\) of knot points \(t_n, n = 1 \text{ to } n_{\text{max}}\).

We use the inverse method based on the work of Whaler and Gubbins (1981) and Gubbins (1983), minimising the function

\[
(y-fm)^T C^{-1} (y-fm) + m^T A m
\]

(3)

where \((y-fm)\) is the error vector given by the difference between data \(y\) and the prediction of the model \(m\) and \(f\) is the operator relating the data vector to the model according to Eq. (1), \(C\) is the data error covariance matrix and the second term is the regularisation condition, which consists of a spatial and a temporal part:

\[
A = z S^{-1} + \tau T^{-1}
\]

(4)

with the spatial and temporal damping factors \(\lambda\) and \(\tau\), respectively. The operators \(S\) and \(T\) are diagonal matrices, the elements of which depend on the chosen norm. Like Bloxham and Jackson (1992) for their UFM models we will use the minimum Ohmic heating norm of Gubbins (1975) for the spatial regularisation

\[
m^T S^{-1} m = \frac{1}{(t_n-t_0) \int JCB} \int (\partial B_1^2 dG dt)
\]

\[
\times \sum_{l} \left[ \left| \sum_{m=0}^{l} [(g_m^{(l)})^2 + (h_m^{(l)})^2] \right| \right] dt
\]

(5)

and the temporal norm of minimum surface integral of second derivative of the radial field

\[
m^T T^{-1} m = \frac{1}{(t_n-t_0) \int JCB} \int (\partial B_1^2 dG dt)
\]

(6)

where \((t_n, t_0)\) is the time interval over which we solve. Except for the additional time-dependence the method is basically the same as used by Constable et al. (2000) for the individual snapshot models. The measured directional and intensity data are non-linearly related to the coefficients. We therefore have to find the solution iteratively, which we do using the scheme described in detail by Gubbins and Bloxham (1985):

\[
m_{i+1} = m_i + (A_i^T C_i^{-1} A_i + A_i)^{-1} \times [A_i^T C_i^{-1} (y-f(m_i)) - A m_i]
\]

(7)

where \(m_i\) is the model at the \(i\)th iteration and

\[
A_i = \frac{df}{dm}|_{m=m_i}
\]

(8)

is the Fréchet derivative at \(m_i\). This is a different approach from Occam’s iteration process (Constable et al., 1987; Parker, 1994) used by Constable et al. (2000), but from the comparisons that we did we suppose that the results do not differ significantly in this case.

We choose the maximum degree and order of the spherical harmonic expansion high enough that the roughness of the models is determined only by data and regularisation, not by truncation level. With our maximum of 24 sites we used maximum degree and order 10. (Bloxham and Jackson (1992) use degree and order 14 because they have much better data coverage at least for recent epochs.) Note, however, that this does not mean that we can actually resolve all these coefficients well. Only the lower degree and order coefficients can be resolved with any confidence. The same requirement applies to the number of splines, and that number was chosen as 50. With 3000 years of data this gives knot points every 60 years as opposed to 2.5 years for Bloxham and Jackson (1992) and Jackson et al. (2000).

The directional dataset can determine the field models only to within an arbitrary multiplier due to the lack of intensity information. Hulot et al. (1997) show that this is true if two and only two magnetic poles exist, but conclude that this can generally be taken as a valid assumption for historical or archaeomagnetic data. Constraining the axial dipole coefficient \(g_0^1\) resolves this ambiguity. For their snapshot models Constable et al. (2000) chose to fix \(g_0^1\) to the value of 30 \(\mu\)T, the order of magnitude of the present field. We are, however, planning to eventually supplement the dataset with intensity information, in which case we must not have a completely fixed \(g_0^1\) but might still want to utilise some weaker constraint on it for robustness of the models. Therefore we chose to treat the default values for the \(g_0^1\) coefficient as data input, i.e. additional components of \(y\) in Eq. (3) which the model \(m\) should fit. We assigned values to \(g_0^1\) to the epochs of the knotpoints of our spline basis, that is every 60 years. For comparison with the snapshot models we preserved the fixed value of 30 \(\mu\)T. For our preferred new models, however, we used the
values of $g^0$ plotted in Fig. 6a. We set the values to those of GUFM (Jackson et al., 2000) for the overlapping epochs back to 1600. The axial dipole moment gives the largest contribution to the total dipole moment. For the earlier epochs we therefore adopted linear approximations to the rate of change of the global dipole moment as determined from paleointensity data compiled by McElhinny and Senanayake (1982) for that time span. Our simple $g^0$ model now consists of three linear segments, one for every 1000 years, with this coefficient monotonically decreasing since 1000 B.C. Compared to the more recent study by Yang et al. (2000) of the global virtual dipole moment, we may have assumed slightly too high a dipole moment for the earliest few centuries. We chose the more linear older assumption in order to avoid overly complicated assumptions as we hope to include field intensity information in future models soon so that we will no longer need this constraint. Just as the directional data are weighted separately by a division by the uncertainty estimates, a constant multiplication weighting factor controls how closely the model fits the data in terms of normally distributed errors of the order as the estimated uncertainties of the data to the synthetic data prior to modelling. The results of this test are instructive for the evaluation of our subsequent models: As we hoped, we can reproduce the original GUFM quite well, even with errors added to the data. The choice of axial dipole constraint does not make a significant difference. Declination and inclination anomaly, the deviation of inclination from an axial dipole, do not show a lot of small scale structure, so our 24 sites for most epochs are sufficient to produce very similar models. For the radial component $B_r$ at the CMB and the non-axial-dipole part of it, $R_{NAD}$, GUFM shows more small scale structure in the more recent epochs, where an increasing number of reliable data were available. Naturally our few sites cannot resolve this small scale structure, but the general agreement particularly with the older, less structured epochs of GUFM is good. Fig. 2 shows the comparison of the original GUFM and a reproduction of the synthetic data with added errors, regularised just within the tolerance of those errors, for epoch 1970 when GUFM already shows a substantial amount of small-scale structure. The parameters used for this model are $\lambda = 10^{-1}\,nT^{-2}$, $\tau = 10^{6}\,nT^{-2}\text{year}^{-1}$, 35 iterations by which we obtain an RMS-misfit of 1.0 with a spatial norm of $19 \times 10^9\,nT^2$ and a temporal norm of $28 \times 10^9\,nT^2\text{year}^{-2}$. The agreement is good, only the small scale features of $R_{NAD}$ often cannot be represented too well. The reproduction lacks some of the flux lobes and others are clearly distorted by the under-sampling. The spatial as well as temporal lack of structure is also reflected by a comparison of the norms: the values of the reproduced model are significantly smaller than those of the original GUFM which are $35 \times 10^{12}\,nT^2$ for the spatial and $6.8 \times 10^9\,nT^2\text{year}^{-2}$ for the temporal norm. However, the centres of the flux lobes that are present in the reproduced model are generally at the right positions and change according to the original model. We conclude that if we keep in mind the limitations...
of our sparse dataset, it can give us a good general representation of the field and secular variation at the CMB. Note, however, that this test can tell us nothing about the temporal resolution of the data. To test that we would need a realistic model of the field evolution over 3000 years with detailed spatial and temporal resolution. Despite efforts to develop one from statistics of the historical field, Hulot and LeMouël (1994) were only able to use information on time-scales of a tenth of the interval we are studying.

5. Comparison of different models

Solution of this inverse problem generated a whole suite of models obtained with different regularisation parameters. To present just one, we have to decide on a preferred model which we consider to be the closest representation of the real magnetic field. The models with the closest fit to the data are obtained with very low damping parameters. Such models, however, are not predominantly dipolar, either for older times or for the time overlapping with the GUFM model which clearly is dipole dominated. A predominantly dipolar structure of the magnetic field also is a sensible assumption for the whole time span of the last 3000 years. We therefore rule out all damping parameters that do not give dipole dominated models, i.e. very small ones and certain combinations of temporal and spatial damping. Very small root mean square (RMS) misfits can also be obtained if the temporal damping factor is small relative to the spatial one, but in those cases the coefficients show unreasonable high frequency oscillations in time. Comparisons confirm that the constraint on the dipole is mainly a scaling factor in our case and does not change the structure of models with equal parameters significantly. We therefore do not consider constant axial dipole models any further. To quantify the fit of different models to the data we look at the RMS misfit

$$RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \hat{x}_i}{\sigma_i} \right)^2}$$  \hspace{1cm} (9)

between data $x_i$ and model predictions $\hat{x}_i$, normalised by the uncertainties $\sigma_i$ and the number of data $N$. The initial misfit between the data and a constant dipole starting model with $g_0 = -30 \mu T$ is 3.04. The values for the individual data epochs are listed in Table 1. Considering only dipole dominated models and ruling out models with oscillating coefficients the minimum normalised misfit at convergence reaches 0.99, which means that we can fit the data right to the tolerance of our uncertainty estimates. Although the misfit for the individual data epochs is close to 1 for many epochs, the extremes vary considerably: from as low as 0.18 for 1800 a.d. to 1.94 for 700 b.c. (see Table 1). This agrees with the results of Constable et al. (2000), who chose models with different levels of misfits for different epochs, arguing that they were not always able to fit their individual epoch models within the tolerance of the estimated errors without creating overly complicated models. Their misfits range from 1.00 to 2.93 (Table 1), which gives an average of 1.62.
Table 1
Normalised RMS misfit between 100-year data and different models

<table>
<thead>
<tr>
<th>Epoch a.d.</th>
<th>Number of data</th>
<th>Constant dipole</th>
<th>Rough model</th>
<th>Interim. model</th>
<th>Smooth model</th>
<th>Snapshot models</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1000</td>
<td>31</td>
<td>3.74</td>
<td>0.81</td>
<td>1.03</td>
<td>1.42</td>
<td>1.87</td>
</tr>
<tr>
<td>−900</td>
<td>31</td>
<td>4.76</td>
<td>1.14</td>
<td>1.47</td>
<td>1.87</td>
<td>2.36</td>
</tr>
<tr>
<td>−800</td>
<td>31</td>
<td>5.33</td>
<td>1.38</td>
<td>1.82</td>
<td>2.20</td>
<td>2.51</td>
</tr>
<tr>
<td>−700</td>
<td>31</td>
<td>5.35</td>
<td>1.94</td>
<td>2.42</td>
<td>2.67</td>
<td>2.93</td>
</tr>
<tr>
<td>−600</td>
<td>33</td>
<td>4.58</td>
<td>1.23</td>
<td>1.61</td>
<td>2.00</td>
<td>2.14</td>
</tr>
<tr>
<td>−500</td>
<td>35</td>
<td>4.00</td>
<td>0.94</td>
<td>1.40</td>
<td>1.88</td>
<td>2.15</td>
</tr>
<tr>
<td>−400</td>
<td>35</td>
<td>3.12</td>
<td>0.92</td>
<td>1.26</td>
<td>1.65</td>
<td>1.79</td>
</tr>
<tr>
<td>−300</td>
<td>35</td>
<td>2.91</td>
<td>0.92</td>
<td>1.26</td>
<td>1.76</td>
<td>1.80</td>
</tr>
<tr>
<td>−200</td>
<td>35</td>
<td>3.32</td>
<td>0.93</td>
<td>1.27</td>
<td>1.61</td>
<td>1.55</td>
</tr>
<tr>
<td>−100</td>
<td>34</td>
<td>2.45</td>
<td>1.28</td>
<td>1.53</td>
<td>1.84</td>
<td>1.79</td>
</tr>
<tr>
<td>0</td>
<td>40</td>
<td>2.28</td>
<td>1.08</td>
<td>1.47</td>
<td>1.74</td>
<td>1.67</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>2.00</td>
<td>0.88</td>
<td>1.12</td>
<td>1.32</td>
<td>1.31</td>
</tr>
<tr>
<td>200</td>
<td>41</td>
<td>2.14</td>
<td>0.85</td>
<td>1.08</td>
<td>1.33</td>
<td>1.41</td>
</tr>
<tr>
<td>300</td>
<td>41</td>
<td>2.11</td>
<td>0.88</td>
<td>1.13</td>
<td>1.39</td>
<td>1.35</td>
</tr>
<tr>
<td>400</td>
<td>41</td>
<td>2.27</td>
<td>0.90</td>
<td>1.27</td>
<td>1.50</td>
<td>1.45</td>
</tr>
<tr>
<td>500</td>
<td>41</td>
<td>2.52</td>
<td>0.91</td>
<td>1.27</td>
<td>1.56</td>
<td>1.54</td>
</tr>
<tr>
<td>600</td>
<td>41</td>
<td>2.80</td>
<td>1.24</td>
<td>1.62</td>
<td>1.96</td>
<td>1.90</td>
</tr>
<tr>
<td>700</td>
<td>42</td>
<td>2.58</td>
<td>1.21</td>
<td>1.47</td>
<td>1.66</td>
<td>1.57</td>
</tr>
<tr>
<td>800</td>
<td>42</td>
<td>2.37</td>
<td>0.81</td>
<td>1.09</td>
<td>1.24</td>
<td>1.23</td>
</tr>
<tr>
<td>900</td>
<td>42</td>
<td>2.96</td>
<td>0.81</td>
<td>1.24</td>
<td>1.53</td>
<td>1.44</td>
</tr>
<tr>
<td>1000</td>
<td>45</td>
<td>3.29</td>
<td>0.86</td>
<td>1.17</td>
<td>1.46</td>
<td>1.39</td>
</tr>
<tr>
<td>1100</td>
<td>46</td>
<td>3.16</td>
<td>1.07</td>
<td>1.28</td>
<td>1.59</td>
<td>1.42</td>
</tr>
<tr>
<td>1200</td>
<td>46</td>
<td>2.72</td>
<td>0.97</td>
<td>1.20</td>
<td>1.47</td>
<td>1.38</td>
</tr>
<tr>
<td>1300</td>
<td>46</td>
<td>2.13</td>
<td>0.97</td>
<td>1.14</td>
<td>1.39</td>
<td>1.30</td>
</tr>
<tr>
<td>1400</td>
<td>45</td>
<td>2.06</td>
<td>0.73</td>
<td>1.03</td>
<td>1.37</td>
<td>1.27</td>
</tr>
<tr>
<td>1500</td>
<td>43</td>
<td>2.28</td>
<td>0.78</td>
<td>1.16</td>
<td>1.55</td>
<td>1.52</td>
</tr>
<tr>
<td>1600</td>
<td>41</td>
<td>2.50</td>
<td>0.73</td>
<td>0.93</td>
<td>1.23</td>
<td>1.00</td>
</tr>
<tr>
<td>1700</td>
<td>35</td>
<td>2.62</td>
<td>0.49</td>
<td>0.80</td>
<td>1.11</td>
<td>1.00</td>
</tr>
<tr>
<td>1800</td>
<td>28</td>
<td>3.26</td>
<td>0.18</td>
<td>0.39</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>Overall</td>
<td>—</td>
<td>3.04</td>
<td>0.99</td>
<td>1.30</td>
<td>1.61</td>
<td>1.62</td>
</tr>
</tbody>
</table>

a Constable et al. (2000).

b Average of the individual models' misfits.

significantly larger than the estimated tolerance. For comparison we produced a model with a comparable RMS of 1.61 and the constant axial dipole constraint, the values are also listed in Table 1. Even here, the misfit for 1800 A.D. is smaller than 1.0.

We have to ask ourselves whether we are over-fitting the recent epochs if we obtain normalised misfits smaller than 1.0 for them, or whether those data are more accurate than estimated and we are under-fitting the older epochs when we are not obtaining fits close to their specified tolerance. A rigorous answer is not possible and we will describe the arguments used to choose a preferred model. Apart from the models with overall fit to the tolerance and comparable fit to the average misfit of the snapshot models, we also compared a model with an in-between misfit of 1.3. It gives a misfit of close to 1.0 for many of the epochs and is also listed in Table 1. "Close to 1.0" of course is subjective and that model was chosen more or less arbitrarily from a range of models with misfits between 1.5 and 1.1. Models with very similar misfits do not show significant differences in their field predictions. Moreover, this is the average between the model with overall fit within the tolerance (RMS 1.0) and the model comparable in its misfit to the snapshot models, where only one epoch has a misfit smaller than 1.0. Table 2 gives an overview over the parameters that were used to obtain the three models with different misfits which we compare in the following.

We studied the different model predictions in comparison with the individual data series. The level to which individual series of declination and inclination...
are fit is quite different. It is not always true that for a larger RMS misfit the model shows a smoother variation in time than the data; the most extreme example is shown in Fig. 3. Generally data series which lie far away from the adjacent locations are fit better than some of the ones which are closer together. This is understandable, because we are looking for a spatially smooth model. If sites close to each other differ too much they cannot both be fit equally well without a lot of spatial structure. However, there are exceptions as shown in Fig. 3 for Hawaii, which lies far from any other site in the middle of the Pacific. Around 0 a.d. there is a bump in the model prediction for inclination that is not supported by the data. The fact that this bump decreases and almost vanishes for models with smaller misfit suggest that at least parts of the data are clearly under-fitted in models with larger misfit. In other cases, comparing data series and model seems to hint at dating problems with the data, as in the example of the archaeomagnetic site WUR (Western Europe) shown in Fig. 4a. The model shows the same behaviour as the data but with an apparent time shift of a few hundred years in the older epochs. In this case, however, this is not supported by declination (Fig. 4b) or one of the other European sites, so it is not clear what causes this effect. Iterative refinement of the model with an improved dataset should answer that question.

We compared our continuous models to the snapshot models by Constable et al. (2000) and, for the overlapping time interval, to GUFM (Jackson et al., 2000). Fig. 5 shows, for epoch 1800 a.d., the snapshot model, two temporally continuous models with normalised misfits 1.30 and 0.99 and GUFM. A continuous model with comparable overall misfit of 1.61 gives very similar field predictions to the independent snapshot models for all components and all epochs. The models with smaller misfit and GUFM show more spatial structure. GUFM and the 3000-year models agree very well, particularly remembering that they originate from independent data sets: No historical data were used for the 3000 year models and no indirect data for GUFM. The data distribution is quite different. While the archaeo- and paleomagnetic sites are mostly located on the main continents, the historical data for the early epochs of GUFM mainly come from

---

**Table 2**

<table>
<thead>
<tr>
<th>Parameters and norms of three models with different rms-misfits</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>0.99</td>
</tr>
<tr>
<td>1.30</td>
</tr>
<tr>
<td>1.61</td>
</tr>
</tbody>
</table>

---

Fig. 3. Inclination data (thin black line) and model predictions (thick grey line) for Hawaii. Models with RMS-misfit (a) 1.61, (b) 1.30 and (c) 0.99.
measurements for navigational purposes, and are distributed over the oceans. Moreover, the historical data are dominated by declination measurements, whereas declination has larger uncertainties or is completely missing in palaeomagnetic samples. However, if we believe GUFM to give a good representation of the actual field, our model with misfit 0.99 gives some additional structure which is most likely caused by data uncertainties. Constable et al. (2000) already argued that data uncertainties might be underestimated in PSVMod1.0. On the other hand, for the model with overall misfit of 1.30 even the highly over-fitted epoch of 1800 A.D. with an RMS of 0.39 for the data of that epoch does not display more structure than...
GUFM, as Fig. 5 shows. So taking into account all the comparisons of this section, we decided to make the model with misfit 1.30 our preferred model, which shows as much structure as we believe is reliably required by the data. In Fig. 6 we show the behaviour of the dipole coefficients of that model through time, with the axial dipole coefficient meeting the imposed constraint. We name that model Continuous Archaeomagnetic and Lake Sediment Geomagnetic Model for the last 3k years (CALS3K.1) following the naming of Johnson and Constable (1998) for the averaged model from the same dataset. We introduce a version number 1 to leave room for planned improvements of the model by adding additional data, especially intensity information.

6. Discussion of CALS3K.1

CALS3K.1 essentially confirms the findings of Constable et al. (2000) from their individual snapshot models, but we observe some more detail in the structure of our preferred model. Moreover, the continuous representation allows a direct study of secular variation, and more clearly distinguishes between location changes and stationary growth and decay of structures. The lack of structure in the southern hemisphere must be attributed to the sparser data distribution there compared to the northern hemisphere. Fig. 7 gives some snapshots from the continuous model CALS3K.1. We do not want to repeat a display of a dense time series of snapshots as in the paper by Constable et al. (2000). Animations of the model give a much better idea of how the field evolves with time and and the reader is referred to our digital resources: movies from different viewpoints showing the continuous change and additional plots of snapshots every 100 years of the field and secular variation are available at http://www.mahi.ucsd.edu/cathy/Holocene/holocene.html. The whole package of files can also be downloaded from the Earthref digital archive at http://earthref.org/...
Fig. 7. Snapshots from the continuous model CALS3K.1. Columns show (1) \( B_r \) and (2) \( B_{\text{had}} \) at the CMB, (3) inclination anomaly and (4) declination at the Earth’s surface. Unequal time intervals were chosen to highlight some of the features described in the text. Inclination anomaly and declination have the same colour scale. Small black dots are the actual data sites available for each 100 year interval.
model. In addition to the initial large negative inclination anomaly in the central Pacific region and the positive one centred in the Indian ocean, there appears a second negative anomaly over the Atlantic from 1000 B.C. to 850 B.C. which gives way to a second positive focus lasting to about 600 B.C. Declination naturally is strongest close to the poles. The initial simple two hemisphere pattern of negative declination centred from eastern Asia to south of Australia and positive declination centred on the Atlantic is disturbed by...

Fig. 9. Snapshots of secular variation of the radial component $B_r$ at the CMB for the same epochs as shown in Fig. 7. The $B_r$ plots from that figure are repeated on the right for comparison.
another area of negative declination stretching south from South America. However, this feature vanishes by 600 B.C. and might be spurious, as it lies far from any of the data sites available for those early epochs.

Recent (Hulot et al., 2002) and historical (Bloxham et al., 1989) observations of low secular variation in the Pacific region compared to the rest of the world led us to look for regional distinctions in our model, too. With the amount of change displayed in the model predictions, however, it often is hard to decide which impressions are reliable. At several intervals we observe a third negative flux lobe over the European region, but a similarly strong feature never seems to appear over the central Pacific region. Looking at the animated evolution of the field, in particular the non-axial-dipole radial component, one might also get the impression that there are regions where spatial movement of anomalies dominates and others where growth and decay of more stationary patches prevails. However, all these observations are hard to quantify and they also might be influenced by the data distribution. A lot of sites are contributing to the central northern region of the European hemisphere. In contrast, when looking at the Pacific region centred at longitude 180°, areas of denser coverage lie only near the border of that hemisphere.

Time averages might reveal systematic regional differences. An average of CALS3K.1, obtained as the sum of the annual coefficients divided by the total number of years, differs only slightly from the average of the individual 100-year epoch snapshot models. Fig. 8 shows the averaged $B_r$, $B_{R\text{NAD}}$, Declination and Inclination anomaly.

The Asian flux lobe dominates $B_r$ in the 1000 B.C. to 1800 A.D. time-averaged field, but a second, weaker lobe over North America is also present. Remember again that the lack of structure in the southern hemisphere is most likely due to the scarce data coverage there. $B_{R\text{NAD}}$ additionally shows a strong positive
anomaly with two foci in the Pacific region. Average declination and inclination anomaly at the Earth’s surface show quite simple patterns with one large positive and one negative sector each. The negative inclination anomaly covers a sector from Australia and eastern Asia over the Americas well into the northern Atlantic with a strong focus over the central Pacific. The focus of the positive anomaly is weaker and located over central Africa. In declination the negative sector covers the region from the Indian Ocean eastward to the middle of the Pacific. Two foci per sector are located near the poles, respectively, reflecting the geometric influence of increasing latitude on declination.

Continuous models like CALS3K.1 also allow the direct investigation of secular variation by looking at the temporal derivative of the coefficients. In Fig. 9 we show secular variation snapshots for \( B_r \) for the equivalent epochs of the model snapshots in Fig. 7. A complete set of 100 year snapshots and a movie are also available in the Earthref digital archive. A large amount of change is visible, but CALS3K.1 shows significantly less small scale secular variation structure than GUFM, as shown for three epochs in Fig. 10. These comparisons show general agreement of larger areas of positive or negative secular variation, respectively for 1700 A.D. and more or less for 1800 A.D., but for 1600 A.D. the pattern looks quite different. The reliability of secular variation of global models at the CMB is controversial even for recent models. We cannot answer the question whether the differences in the older epochs are due to generally unreliable secular variation predictions of the models or simply to

Fig. 11. Power spectra of 100 year averages of secular variation at the CMB. Examples from early and recent time intervals of the GUFM and CALS3K.1 models.
significant differences in data distribution of sparse data sets. The agreement in the comparison of the youngest epochs of CALS3K.1 with GUFM, however, led us to present the secular variation predictions of CALS3K.1 and encourage further investigations about the reliability of those predictions.

A comparison of spherical harmonic power spectra (Lowes, 1974; Mauersberger, 1956) of secular variation at the CMB for 100 year averages reveals that for GUFM the power in secular variation is mainly concentrated around degrees 5–7 for the earlier centuries and 5–10 for the more recent ones (Fig. 11a and b). In contrast, for our model secular variation power is mainly concentrated in degrees 2–5 for the whole time span (Fig. 11c and d). These power concentrations again reflect the spatial resolution of the models. It also means that secular variation is dominated by changes of the non-dipole contribution, which is confirmed when comparing predictions of $\dot{B}_{\text{RAD}}$ or $\dot{B}_{\text{NAD}}$, the radial component after subtraction of the complete dipole contribution, to those of $\dot{B}_r$. The plots look almost the same, as we demonstrate in Fig. 12. The comparison in Fig. 9 suggests that areas of strong secular variation are often associated with regions where $\dot{B}_r$ is strong.

It is easier to interpret the change going on when looking at averages of secular variation over longer time intervals. In Fig. 12 we show two examples of 500 year averages of annual secular variation, and the overall average for our model. Note the different colour levels in comparison to Fig. 9. Most of the observed secular variation averages out significantly (Fig. 12c). The historically low secular variation in the Pacific region is supported by CALS3K.1 (Fig. 12b), but that is only a short-lived phenomenon and at earlier times significant amounts of secular variation can be observed in that area, too (Fig. 12a).

7. Conclusions and outlook

With CALS3K.1 we presented a first attempt at a temporally continuous global geomagnetic field model for the last 3000 years. The minimum structure constraint in both space and time used in the modelling provides a highly improved reliability of
temporal change compared to individual snapshot models. The regularisation tries to preserve smooth structure through time so that the influence of changes in data distribution is reduced. The evolution of both the geomagnetic field and secular variation can be studied for any time within the interval 1000 B.C. to 1800 A.D. CALS3K.1 confirms the main results of Constable et al. (2000) while giving slightly more detailed features. The average of CALS3K.1 shows both of the northern hemisphere flux lobes which appear persistent in historical models and are present in several paleomagnetic time-averaged models.

The dataset that we used consists of values in 100 year intervals taken from time series which have been smoothed to different degrees. Smooth time series, however, are not required for the kind of modelling we have described. A model from the original data with improved resolution is the ultimate goal of our work. The archaeomagnetic data for each of our locations generally are not from a single site but sample results from a larger region reduced to one location. For lake sediments the temporal resolution of the time series often is better than 100 years (although an averaging over some decades can be inherent to the kind of magnetisation studied here), and for the archaeomagnetic data the intervals are uneven. We believe CALS3K.1 to give a reliable general representation of secular variation and magnetic flux at the CMB, but it should by no means be regarded as a definitive, highly accurate representation of the actual geomagnetic field of that time. Improving the model, however, must be an iterative process. The modelling becomes less robust when the data are more scattered and data errors are large. We have no absolute reference to check the quality of data, but must rely on regional consistency arguments. CALS3K.1 can be used to compare archaeo- and paleomagnetic time series to its predictions. For areas like North America, Europe, the north-east of Asia or the southern Australia region with good data coverage we believe it to give quite reliable predictions, meaning that data that disagree with model predictions should be studied very critically as they clearly would not agree with the general field evolution in that region. However, keep in mind the discussion about judging dating problems in Section 5. In regions where only sparse data went into the model, one should also view the model very critically. Only including additional data in an improved model can answer the question of whether a different field evolution in those regions might not be compatible with an as-smooth-as-possible global representation and the existing data.
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